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Abstract—Capsule endoscopy is a method for recording images of the digestive tract. A patient swallows a capsule containing a tiny camera, which captures images that are then transmitted wirelessly to an external receiver for examination by a physician. The images are captured using a Bayer filter mosaic, such that each pixel in raw captured images represents only one color: red, green or blue. Due to limited computational capabilities in the capsule and bandwidth constraints, low-complexity and efficient compression of Bayer endoscopy images is required before transmission. In this paper, we focus on the JPEG algorithm, and show how to adapt it for compressing Bayer images. We show that by transformation to the YCgCo color space and appropriate optimization of parameters, significant improvement is achieved over the standard JPEG.

I. INTRODUCTION

Capsule endoscopy [1] is a state-of-the-art method for recording images of the digestive tract. This medical procedure is performed by swallowing a pill-size capsule containing a tiny camera, which captures and transmits images of the gastrointestinal tract. Capsule endoscopy is especially efficient for detecting polyps, ulcers and tumors of the small intestine. With the advance of this technology, the images are transmitted in real time to an external receiver, to be reviewed by a physician.

However, the transmission rate of video content during the endoscopy process is limited due to limited power resources and bandwidth constraints. The small dimensions of the capsule limit its computational capabilities, resulting in restriction on resolution and quality of the transmitted images. Usually, the images are captured using a Bayer filter mosaic [2] where only partial color information is available. Traditional image compression techniques, such as JPEG [3], operate on full color images, and have poor performance when applied to raw Bayer images. Therefore, efficient compressing schemes that meet the capsule constraints and are adapted to the Bayer format are desired.

Several methods were suggested for compressing Bayer endoscopy images. In [4], it was proposed to combine the integer versions of the discrete cosine transform (DCT) and the discrete wavelet transform (DWT) for improved efficiency and reduced complexity. Compressed sensing based algorithm was proposed in [5], where the YUV color space is considered. Reduction of encoding complexity was considered in [6], by distributing the complexity between the encoder and the decoder using statistical models. However, these methods require the development of new compression schemes whose complexity might be difficult to analyze, and which are not necessarily modular.

In this work, we focus on the existing JPEG standard, and show how it can be modified for compressing Bayer endoscopy images for providing good compression performance under complexity constraints. Due to its good performance and relatively low complexity, The JPEG format is one of the most common image formats used by digital cameras, allowing a selectable tradeoff between compressed image size and quality.

By representing the raw Bayer images in the RGB and YCgCo color spaces, and using designated run-length encoding (RLE) Huffman tables, we show how a significant improvement in performance can be achieved. Due to complexity considerations, we propose to use integer DCT (ICT) instead of the DCT, where we show that no degradation in performance is incurred. Later, we formulate an optimization problem, for the determination of the optimal quantization factors under a quality constraint.

The paper is structured as follows. In Section II, we discuss several modifications of JPEG for the compression of Bayer endoscopy images. An optimization problem for the determination of optimal quantization factors is formulated in Section III. Experimental results are provided in Section IV. Finally, conclusions are given in Section V.

II. ADAPTATION OF JPEG TO BAYER ENDOSCOPY IMAGES

The images captured by the capsule are acquired using a Bayer filter mosaic, such that each pixel in the captured images represents only one color: red, green or blue. Bayer images are composed of $2 \times 2$ blocks, where the two diagonal pixels are green and the remaining two are red and blue. To obtain full color images, a demosaicing algorithm [7] is applied to the raw Bayer image. In this work, we used the demosaicing algorithm suggested in [8], which is based on low complexity interpolation and provides good results.

In principle, one may compress the full color images after the demosaicing process, due to higher correlation between pixels in the full color image. However, this approach is obviously inefficient, since it requires demosaicing at the
capsule and compression of a larger amount of information. Thus, we consider here compression of raw Bayer endoscopic images.

Different demosaicing algorithms result in different reconstructed color images. In addition, several post-processing methods may be applied to the reconstructed images, for improved image display. Therefore, we will measure the reconstruction quality in the Bayer domain. The quality measure we will use is the peak signal-to-noise ratio (PSNR) measured in dB, defined as:

\[
\text{PSNR} = 10 \cdot \log_{10} \frac{255^2}{\text{MSE}}, \tag{1}
\]

where MSE denotes the mean-squared error between the original Bayer endoscopy image and its reconstructed version. Note that 8-bit images are assumed.

Due to complexity constraints, we will not exploit temporal information (i.e., correlation between neighbouring frames in a capsule endoscopy video), and each image will be treated separately. Therefore, we will not use here techniques such as motion estimation, which is the major tool used in video compression. Instead, we will rely on spatial correlation only, as is done in the JPEG standard. In the following, we discuss several compression tools, which will be later combined for the compression of Bayer endoscopy images.

A. RGB Color Space

Since neighbouring pixels in Bayer images represent different colors, their correlation is low compared to full color images. The aim of the DCT used in the JPEG algorithm is to exploit spatial correlation between pixels, so that compressing the raw Bayer image is ineffective. For that reason, one of the preprocessing methods we considered is the decomposition of the Bayer images into 3 images, each representing one of the colors: red, green or blue.

The 2 green value pixels in a block are arranged diagonally, so we shifted the lower green value pixel in each 2 × 2 block to obtain a vertical arrangement of the green pixels. An example is shown in Fig. 1. Finally, each color component was compressed separately. This way, the spatial correlation of each color channel is exploited.

B. YCgCo Color Space

Capsule endoscopy images are usually characterized by a dominating red color, since they are taken in inner body parts. Moreover, Bayer images are composed of 2 times more green value pixels than red and blue, where the green color contributes most to luminance information. This unique color distribution pattern is well captured by representing the Bayer image in the YCgCo color space [4].

To transform a Bayer image into YCgCo color space we used the following transformation as suggested in [4]:

\[
\begin{pmatrix}
Y^{ul} \\
Y^{lr} \\
C_g \\
C_o
\end{pmatrix}
= \begin{pmatrix}
1/2 & 0 & 1/4 & 1/4 \\
0 & 1/2 & 1/4 & 1/4 \\
1/4 & 1/4 & -1/4 & -1/4 \\
0 & 0 & -1/2 & 1/2
\end{pmatrix}
\begin{pmatrix}
G^{ul} \\
G^{lr} \\
B \\
R
\end{pmatrix}, \tag{2}
\]

where \(G^{ul}\) is the upper left green pixel in each 2 × 2 block, \(G^{lr}\) is the lower-right green pixel, \(B\) is the blue pixel and \(R\) is the red pixel. Accordingly, \(Y^{ul}\) is the upper-left luma component, \(Y^{lr}\) is the lower-right luma component, \(C_g\) stands for the green chroma pixel and \(C_o\) stands for the orange chroma pixel. Note that the transformation matrix coefficients in Eqn. (2) are all powers of 2, enabling an efficient implementation in hardware. Similarly to the compression of the RGB components, we evaluated the performance of JPEG encoding when applied to each color separately.

C. Integer DCT

The DCT is used in JPEG, especially because of its strong energy compaction. In the H.264/MPEG-4 A VC standard [9], a more hardware efficient version of DCT called integer DCT (ICT), is used. This transform requires multiplication of the pixel values by powers of two, which can be implemented efficiently using shift operations. Varying block sizes such as 4 × 4, 8 × 8 and 16 × 16 are used in the H.264/MPEG-4 A VC standard, instead of 8 × 8 blocks in the JPEG standard.

As described in [10], the ICT merges the quantization process with the transform process. Therefore, the use of ICT in JPEG replaces both the transform and quantization stages. Note that when applying ICT, higher quantization factors correspond to rougher quantization. We concentrate here on 4 × 4 and 8 × 8 block sizes, since 16 × 16 blocks are too large for the typical low resolution of capsule endoscopy images.

D. Pre-Learnt Huffman tables

In the JPEG baseline algorithm, each quantized non-zero AC coefficient is represented by two run-length encoding (RLE) symbols. The first symbol contains the number of non-zero AC coefficients preceding it and the number of bits required for encoding it. The second symbol contains the amplitude of the AC coefficient. DC coefficients are encoded in a similar manner, but since they are differentially encoded, their corresponding first symbol contains amplitude only.

For improved compression, the RLE symbols are encoded using Huffman coding. There are standard Huffman tables that provide the mapping between each possible RLE symbol and its corresponding Huffman codeword. These tables were generated by averaging the Huffman tables of many images. However, these images were full color images, which do not represent correctly the structure of Bayer images. Therefore, improvement in performance is expected when Huffman tables adapted for the Bayer format are used.
We compared two approaches for obtaining Bayer Huffman tables. In the first one, which we name "online learning", the Huffman table is generated and transmitted for each image. This way, we get the optimal (in the sense of close to entropy compression performance) Huffman table for each image. In the second approach, which we name "offline learning", the Huffman tables are pre-learnt using a set (training set) of Bayer images. This approach does not require the transmission of Huffman tables with each image, since they are known at the decoder side.

In both approaches, a histogram of each RLE symbol (for the DC and the AC coefficients) is generated for each image. The frequency of each symbol in the histogram is then stored, to be used later for Huffman coding. In the online learning approach, the Huffman tables of each image are transmitted as the header of the compressed image. On the other hand, in the offline learning approach, the statistics of the training set images were merged for the calculation of Huffman tables that represent the average statistics of the training set. As we will see later, the offline learning approach is sufficient in our case, since the statistics of Bayer capsule endoscopy images are quite similar.

III. Optimization Problem Formulation

As mentioned in Section II-B, different colors in endoscopic images are not equally important. Therefore, different color channels require different treatment, i.e., different quantization factors, according to the importance of the colors to the reconstructed image quality. To get the appropriate quantization factor for each color component, expressions for PSNR and bit-per-pixel (bpp) as a function of the quantization factor of each color component are desired. Such expressions are difficult to find, so we will concentrate here on approximations.

In the following, the YCgCo color space is considered, but the RGB color space can be used instead. For simplicity, we shifted Ylr to the left, such that the Y channel combines Yul and Ylr (similarly to the G component in Fig. 1). The bpp of the total Bayer image is:

$$bpp = \frac{1}{2} bpp_Y + \frac{1}{4} bpp_{Cg} + \frac{1}{4} bpp_{Co},$$

where bpp_Y is the bpp of the Y channel, bpp_{Cg} is the bpp of the Cg channel and bpp_{Co} is the bpp of the Co channel. The coefficients are the proportions of the Y, Cg or Co pixels out of the total number of pixels. In a similar manner, the overall PSNR as a function of the PSNR of each color channel is:

$$PSNR = -10 \cdot \log \left( \frac{1}{2} \cdot 10^{-\frac{PSNR_Y}{10}} + \frac{1}{4} \cdot 10^{-\frac{PSNR_{Cg}}{10}} + \frac{1}{4} \cdot 10^{-\frac{PSNR_{Co}}{10}} \right),$$

where PSNR_Y is the PSNR of the Y channel, etc.

The function we would like to minimize is the bpp as defined in Eqn. 3, where the quality constraint is a PSNR value higher than a predefined threshold. The variables are three quantization factors: Q_Y, Q_{Cg} and Q_{Co} that should be determined for each color component separately. The resulting optimization problem is:

$$\begin{align*}
\text{Variables} & \quad Q_Y, Q_{Cg}, Q_{Co} \\
\text{minimize} & \quad \text{bpp} (Q_Y, Q_{Cg}, Q_{Co}) \\
st. & \quad \text{PSNR} (Q_Y, Q_{Cg}, Q_{Co}) \geq \text{Threshold}.
\end{align*}$$

For solving this optimization problem, we approximated the empirical bpp and PSNR curves as a function of each quantization factor to degree 5 polynomials, using sample Bayer images. This approximation turned out to be very effective, as can be seen in Fig. 2. These polynomials were then used for providing expressions for bpp and PSNR in the optimization problem, using Eqns. (3) and (4).

The optimization problem in (5) can now be solved analytically using Lagrange multipliers or optimization tools such as CVX [11]. It is expected that different color components will be assigned different quantization factors, due to the different proportions of the color components in the Bayer image. In case of non-integer optimal quantization factors, rounding should be used. Note that for improved performance, the bpp and PSNR polynomials can be updated throughout the transmission, using information from already reconstructed images.
IV. EXPERIMENTAL RESULTS

We evaluated the performance of the suggested compression methods using two sequences of Bayer capsule endoscopy images with resolution of $320 \times 320$. The first sequence ("long sequence") is composed of 346 images, while the other one ("short sequence") is composed of 140 images. Both sequences show parts of the small intestine, as shown in Fig. 3.

As noted in Section II-D, we compared the "online/offline learning" approaches for learning Huffman tables. As an example, a comparison between the learning schemes is presented in Fig. 4, where the RGB decomposition was considered. We can see that for both videos the PSNR gain is about only $0.1 \text{dB}$ when online learning is used. Due to the additional complexity required in the online learning, we preferred to use offline learning for the remaining methods.

The results obtained using the methods discussed in Section II and the optimization problem of Section III are shown in Fig. 5. These results show that the use of $4 \times 4$ ICT with optimized quantization factors for the YCgCo color space provides the best performance. This maintains the low complexity requirement, since the transformation to the YCgCo color space and the ICT can be implemented by simple shift operations.

V. CONCLUSION

In this paper, we provided several modifications of the JPEG algorithm for the compression of Bayer endoscopic images. By learning the JPEG Huffman tables for Bayer endoscopy images, an improvement of $3 \text{dB}$ in performance was obtained when a straightforward decomposition of Bayer images to RGB components was considered. We saw that offline learning of the Huffman tables is sufficient, meaning that it can be performed outside the capsule.

An additional improvement in performance of $0.5–1 \text{dB}$ was achieved by a transformation to the YCgCo color space and an optimization of the quantization factors. This optimization requires the solution of a simple optimization problem, which can be obtained offline. The compression methods considered in this paper are based on simple arithmetic operations, and can be implemented efficiently in hardware.
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