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Neural Networks

%, Computational model based on a large
collection of connected simple units

% The artificial structure most resembling a
human brain
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Deep Learning
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0 E ntd-End Training of Deep Visuomotor Pol i ci e s 0, Levine
Journal of Machine Learning Research 17 (2016) 1-40
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Understanding Neural Networks

%, No one fully understand how NNs work.

v, Our project is aimed at understanding,
not oWowi ngo.




How Do We Make a Declisione

Decisions often need to be made based
on noisy or unreliable evidence

Accumulation of evidence - sensory
Information Is sequentially sampled
until sufficient evidence has accrued

to favor one decision



Decision Making in Engineering

www. theregister. co. uk/ 2016/08/24/google self driving r_problems/
<



Project Godl

Train a neural network for a task requiring
accumulation of evidence yielding
maximal success rate

Task performance must be measurable

Compare different training methods

Examine network robustness



Chosen Task

Theoretical success limit determined
according to MMSE estimator



Default Task

10 Samples of each bit with a triangular

noise profile:
Sf]4.[6B.79,B9 8,82 245148727 7,27 4,34 8,822,809 G 37

—b’ - original bit
= u’ - actual input (noisy sampling of 'b)

|deal success percentage - 72.46%.



Recurrent Neural Network (RNN)

Most suitable for processing sequential
data.

Output update:

z(n) = (@)T anh( x(n))

Network update:
X(nN)=M tanh(x(© 1) wg# [bias,u(n] w,q%z(n 1)




Methods

FORCE learning algorithm 0

Supervised learning
Teacher 0o linear MMSE estimator

OMemoBysedd teéacher
Novel use of FORCE in a way resembling RL

RL policy gradient 0o
Each path has a reward
Welights updated according to SGD



Optimizing Hyper Parameters
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